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Unsupervised Learning Artificial Intelligence: Clustering
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K-mean clustering
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Power-law distribution of cluster features
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Power-law distribution of cluster features
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Information Theoretical Measures : Shannon Entropy !

The Shannon entropy of the long-range correlated sequence is
estimated by counting the clusters at different n corresponding to
not-overlapping partitions of the sequences.

S, n)=— Z P(¢, n)log P(¢, n).
w(¢;n)

l
5(6,n)~50+D|og€+E.

S(l,n)

The entropy is the sum of two terms
corresponding to power-law (ordered)
and exponentially (disordered)

00 11;00 2(;00 3(;00 4(;00 5600 6000 d istri buted CI usters.
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! Sci. Rep. (2013), Physica A (2018), EPL (2021), SciPost (2022)
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Information Theoretical Measures: Shannon Entropy

The source entropy rate s is defined for the entropy S(¢, n):

. S,n) 1

sEfm = =5 (1)
The source entropy rate is a measure of the excess randomness and
increases as the block coding process becomes noisier. The excess
randomness of the clusters is found to be inversely proportional to
n and, thus, becomes negligible in the limit of n — oco. One can
note that higher entropy rates correspond to steeper slopes of the
linear term ¢/n (smaller n values).

The interest and meaning of the ¢/n terms will be illustrated for
genomic series.
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Information Theoretical Measures: Market Dynamics

12+ S&PS00 i 12/ NASDAQ

Cluster entropy S(7, n) for the probability distribution function of
the volatility series of the linear return of tick-by-tick data of the
S&P500, NASDAQ, DJIA. The results refer to the horizon M =1,
i.e twelve monthly periods sampled out of the year 2018. The
different plots refer to different values of the moving average
window n (here n ranges from 25s to 200s with step 25s).

2Physica A (2018) , Entropy (2020)
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Information Theoretical Measures: Multiperiod Portfolio

The cluster entropy index /;(n) is estimated as:

The average index /; is calculated over the set of n values :
/,' = Z I,-(n)
n

The portfolio weights are defined as follows:
T
Z,’:’i li

with the condition S"M4 w; ¢ = 1.
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Information Theoretical Measures: Multiperiod Portfolio
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Information Theoretical Measures: Multiperiod Portfolio
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Information Theoretical Measures: Model Inference

The relative cluster entropy or cluster divergence D¢[P|| Q] can be
defined to compare two probability distributions P and @, with
D¢[P||Q] = 0 for P = @ with the condition supp(P) C supp(Q):

N Nc(n)
De[P||Q] = P(7j, n)log ——+=
1 j=1

n=

P(7j,n)
Q(7j,n) -

where the quantity D; ,[P||Q] is estimated in terms of the 7; and n
as follows:
(15, n)

Q. n)
where the index j refers to the set of clusters with duration 7;

generated by the partition for a given n and P(7},n) and Q(7;,n)
are their frequencies.

D;j »[P|Q] = P(7j, n) log

3SciPost (2022)
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Information Theoretical Measures: Model Inference

By using contiunuous variables and power-law probability
distribution functions in the form

P(r) ~77%  Q(7) ~ 7

where a3 and ap are the correlation exponents. By using
a1 =2 — Hj and ap = 2 — H,, the relative cluster entropy can be
calculated as a definite integral over the interval [1, oo]:

1-Hy Hi—H»

DelPl[Q) = log 7—p + T - 2)

Dc[P||Q] > 0 over the whole range of H; and H, values thus
satisfying the property of the relative entropy to be positive
defined. Dc[P||Q] = 0 for Hy = Hy Interestingly, Dc[P||Q] turns
out to be a function only of H; and H,

Dc[P||Q] = Dc[H1||H2]
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Information Theoretical Measures: Model Inference

H S&P500

D; n[P||Q], summed over the parameter n for P(7j, n) estimated
on the S&P500 market price p; and the model probability Q(7}, n)
on fBms with Hurst exponent H; ranging from 0.50 to 0.70 with
step 0.1.
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Model Inference
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Information Theoretical Measures: Model Inference
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Thanks for your attention.
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